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10.30-1.00pm CSHPM business meetings (NB the conference starts at 2 pm)

10.30-11.30am CSHPM Executive Council meeting
11.45-1.00pm  CSHPM Annual General Meeting

1.00-2.00pm Lunch (not provided by Clare College)
2.00 pm Formal Welcome and Introductions
June Barrow-Green, President BSHM
Rob Bradley, Vice-President CSHPM
2.15 pm A Chinese Rhind papyrus:
The Suan shu shu and the beginnings of Chinese mathematics
Christopher Cullen, Needham Research Institute, Cambridge
3.00-4.00 pm PARALLEL SESSION 1: ANCIENT MATHEMATICS
3.00 pm The Historiography of Egyptian Mathematics — Past, Present, Future
Annette Imhausen, University of Cambridge
3.30 pm Studies of Mohist Mathematics
Ma Li, Linkdpings Universitet
3.00-4.00 pm PARALLEL SESSION 2: THE WORK OF H. J. S. SMITH
3.00 pm Henry Smith: The plurality of worlds
Keith Hannabuss, University of Oxford
3.30 pm Henry Smith’s Work in Linear Algebra

Rod Gow, University College Dublin




3.00-4.00 pm PARALLEL SESSION 3: RECENT DEVELOPMENTS

3.00 pm Fermat’s Last Theorem revisited
Israel Kleiner, York University
3.30 pm The sampling theories from de la Vallée-Poussin to Shannon

Roger Godard, Royal Military College of Canada

4.00-4.30 pm TEA

4.30-6.00 pm PARALLEL SESSION 1: ANCIENT MATHEMATICS

4.30 pm Sequences and Series in Old Babylonian mathematics
Duncan Melville, St. Lawrence University

5.00 pm Mathematics in Plato’s Thought
Hardy Grant, York University

5.30 pm Mathematical Problems in Proclus” Commentary on Euclid

Alain Bernard, Centre Koyré

4.30-6.00 pm PARALLEL SESSION 2: THE WORK OF H. J. S. SMITH

4.30 pm Henry Smith and the English School of Elliptic Functions
Lawrence D’Antonio, Ramapo College

5.00 pm C.J. Hargreave’s and H.J.S. Smith’s Sieve Methods
Francine F. Abeles, Kean University

5.30 pm H.J.S. Smith and the Fermat Two Squares Theorem

W.N. Everitt, University of Birmingham

4.30-6.00 pm PARALLEL SESSION 3: RECENT DEVELOPMENTS

4.30 pm Tea, Decision Making and the LEO Computer - A Very British Blend
Janet Delve, University of Portsmouth

5.00 pm Technology transfer in the 1940s
David Anderson, University of Portsmouth

5.30 pm Grete Herman and Von Neumann’s No-Hidden Variables Theorem

Miriam Lipschutz-Yevick, Rutgers University

6.00-7.00 pm FREE TIME

7.00 pm DINNER




Saturday 10 July

8.00 am BREAKFAST

9.00 am Taking Latitude with Ptolemy: Al-Kashi’s Final Solution to the
Determination of the Positions of the Planets
Glen Van Brummelen, Bennington College

9.45-10.45 am PARALLEL SESSION 1: PHILOSOPHY OF MATHEMATICS

9.45am From Geometric divisibility to Algebraic sequence:
The two mathematical structures of Zeno’s Dichotomy Paradox
Jean-Louis Hudry, University of Edinburgh

10.15 am The Origins of the Frege-Russell Ambiguity Thesis
Risto Vilkko, University of Helsinki

9.45-10.45 am PARALLEL SESSION 2: 17™/18™ CENTURY MATHEMATICS

9.45am Thomas Harriot’s Treatise on Figurate Numbers,
Finite Differences, and Interpolation Formulas
Janet L. Beery, University of Redlands

10.15 am Descartes’s Opague Mathematics
Jay Kennedy, University of Manchester

9.45-10.45 am PARALLEL SESSION 3: 19™ CENTURY MATHEMATICS

9.45am A Glimpse of Duncan F. Gregory through His Letters
Patricia Allaire, Queensborough Community College
10.15 am Why Did Boole Invent Invariant Theory?
Paul Wolfson, West Chester University

10.45-11.15am COFFEE

11.15am-12.15 pm PARALLEL SESSION 1: PHILOSOPHY OF MATHEMATICS

11.15am Detaching Philosophy From Logic
Guiseppina Ronzitti, University of Genoa

11.45 am Informal Incompleteness: Rules, Philosophy, and Law
Jonathan P. Seldin, University of Lethbridge




11.15am-12.15 pm PARALLEL SESSION 2: 17™"/18™ CENTURY MATHEMATICS

11.15am “A City particularly favour’d by the Celestial Influences”:
The inaugural Gresham College lectures of Wren and Barrow
Tony Mann, University of Greenwich

11.45 am Lord Stanhope’s Papers on the Doctrine of Chances
David R. Bellhouse, University of Western Ontario

11.15am-12.15 pm PARALLEL SESSION 3: 19"™"-CENTURY MATHEMATICS

11.15am The Second Mémoire of Evariste Galois
Peter Neumann, University of Oxford
11.45 am Cayley and the abstract group concept
Munibur Rahman Chowdhury, University of Dhaka

12.15-1.00 pm FREE TIME

1.00 pm LUNCH

2.00-3.30 pm PARALLEL SESSION 1: PHILOSOPHY/PSYCHOLOGY OF MATHEMATICS

2.00 pm Meaning and Mathematics: Obsessions of a Bohemian Priest
Steve Russ, University of Warwick
2.30 pm On the constructive content of Hilbert’s epsilon calculus and

substitution method

Mehrnoosh Sadrzadeh, Université du Québec a Montréal
3.00 pm The Psychology of Mathematicians

loan James, University of Oxford

2.00-3.30 pm PARALLEL SESSION 2: 1777/18™ CENTURY MATHEMATICS

2.00 pm Harriot, Warner and Descartes and the end of species in algebra.
Muriel Seltman, University of Greenwich
2.30 pm Accidental greatness: Some of Euler’s serendipitous discoveries

Ed Sandifer, Western Connecticut State University
3.00 pm Three Bodies? Why not Four? The Motion of the Lunar Apsides
Robert Bradley, Adelphi University




2.00-3.30 pm PARALLEL SESSION 3: 19" CENTURY MATHEMATICS

2.00 pm Cauchy’s definition of limit
R.P. Burn, University of Exeter

2.30 pm The Concept of the Infinitely Thin Pencil
and the Rise of the Optometric Community
Eisso J. Atzema, University of Maine

3.00 pm A footnote to the Four Colour Theorem
Tony Crilly, Middlesex University

3.30-4.00 pm TEA

4.00-6.00 pm 1.C.H.M. SPECIAL SESSION IN HONOUR OF THE RETIREMENT OF

IvVOR GRATTAN-GUINNESS:
THE HISTORY OF 19™-CENTURY ANALYSIS

4:00 pm Mikhail Ostrogradsky’s 1850 Paper on the Calculus of Variations

Craig Fraser, University of Toronto

4.30 pm Weierstrass’s Foundational Shift in Analysis: His Introduction of the
Epsilon-Delta Method of Defining Continuity and Differentiability

Michiyo Nakane, Seijo University

5.00 pm French Research Programs in Differential Equations in the

Late Nineteenth Century
Thomas Archibald, Acadia University
5.30 pm Why did Cantor see his Set Theory as ‘an extension of
mathematical analysis’?
Ivor Grattan-Guinness, Middlesex University

6.00-7.00 pm FREE TIME

7.00 pm RECEPTION
followed by

7.30 pm CONFERENCE DINNER
followed by

9.00 pm (approx.) ENTERTAINMENT (details to be confirmed)




Sunday 11 July

8.00 am

BREAKFAST

9.00-10.00 am PARALLEL SESSION 1: MATHEMATICS EDUCATION

9.00 am

9.30 am

The Teaching and Study of Mercantile Mathematics in New England
during the Colonial and Early Federal Periods:

Sources, Content, and Evolution

Joel Silverberg, Roger Williams University

Geometry Teaching in the 1860s and 1870s: Two Case Studies
Robin Wilson, The Open University

9.00-10.00 am PARALLEL SESSION 2: MATHEMATICAL COMMUNITIES AND

9.00 am

9.30 am

CONNECTIONS

Guarding the gates: The development of mathematical refereeing for
the Royal Society in the 19" century

Sloan Despeaux, Western Carolina University

From Cambridge to Cambridge: The Mathematical Significance of
John Farrar’s European Sojourns

Amy K Ackerberg-Hastings, University of Maryland University College

9.00-10.00 am PARALLEL SESSION 3: 19™ & 20™ CENTURY DEVELOPMENTS

9.00 am

9.30 am

Percy A MacMahon: a good soldier spoiled

Paul Garcia, The Open University

A Delicate Collaboration: A. Adrian Albert and Helmut Hasse and the
Principal Theorem in Division Algebras in the Early 1930s

Della Fenster, University of Richmond

10.00-10.30 am COFFEE

10.30-11.30 am PARALLEL SESSION 1: MATHEMATICS EDUCATION

10.30 am

11.00 am

Humanizing Mathematics:

Using History to Introduce Non-Specialist Students to Mathematics
Joel and Christine Lehmann, Valparaiso University

History of Mathematics Resources for Key Stages 3 and 4

Snezana Lawrence




10.30-11.30 am PARALLEL SESSION 2: MATHEMATICAL COMMUNITIES AND
CONNECTIONS

10.30 am Benjamin Peirce and the Question of American Scientific ldentity
Deborah Kent, University of Virginia
11.00 am The emergence of regional research traditions in Scandinavian

mathematics
Henrik Kragh Sgrensen, Agder University College

10.30-11.30 am PARALLEL SESSION 3: 19™ & 20™ CENTURY DEVELOPMENTS

10.30 am Raymond Clare Archibald: A Historian’s Historian
James J. Tattersall, Providence College

11.00 am Summoning the nerve: the curious history of British algebra
Gavin Hitchcock, University of Zimbabwe

11.30-11.45 am SHORT BREAK (so that the final talk may start promptly on time)

11.45 am Connections, American and mathematical:
Thomas Harriot and John Pell
Jackie Stedall, University of Oxford

12.30 pm Closing Remarks
June Barrow-Green, President BSHM
Rob Bradley, Vice-President CSHPM

1.00 pm LUNCH

The meeting finishes with the closing remarks by the two Presidents. Sunday lunch is
included in the full conference accommodation/meals charge. Other conference participants
and any guests of participants are welcome to join us for any meals provided that this has
been arranged with the conference organisers (John Earle c.j.earle@exeter.ac.uk) in advance.
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FRIDAY 9 JULY - AFTERNOON

A Chinese Rhind papyrus: the Suan shu shu and the beginnings of Chinese mathematics
Christopher Cullen

The Suan shii sha S8 & is an ancient Chinese collection of writings on mathematics

approximately seven thousand characters in length, written on 190 bamboo strips. It was
discovered together with other writings in 1983 when archaeologists opened a tomb at

Zhangjigshan 5R=R 11 in HUbéi 1t province. From documentary evidence this tomb is

known to have been closed in 186 BC, early in the Western Han 3 dynasty. The occupant of

this tomb appears to have been a minor local government official, who had begun his career
in the service of the Qin dynasty, but started work for the Han in 202 BC: see Péng Hao
(2001) 11-12.The work discussed here was not the only one deposited in this tomb: in
addition to material containing administrative regulations there were also writings on
medicine and therapeutic gymnastics, all of which have been published and widely discussed

elsewhere. The Suan shu shéitself is certainly the oldest Chinese excavated text with

substantial mathematical content. Moreover, it is considerably older than any other Chinese
mathematical text now extant. Its importance for the history of world mathematics is therefore
indisputable. Its role in the history of East Asian mathematics is comparable to that of the
Ahmose (or Rhind) papyrus in the history of the mathematics of the ancient cultures
bordering on the Mediterranean (see Chace (1979) and Gilling (1972)).

This paper outlines the nature and significance of this text, and indicates some of the ways in
which it changes our views of the beginning of the ancient Chinese mathematical tradition. It

suggests that the complex relations of the Suan shu sh& to what was previously the earliest

known example of Chinese mathematical literature can be understood as exemplifying a more
general process of change in the form and transmission of technical literature in the early
imperial age.

The Historiography of Egyptian Mathematics — Past, Present, Future.
Annette Imhausen

Ancient Egyptian mathematics has been studied since the 19" century, and the major sources
were published by 1930. Since then, virtually no new mathematical texts have been found,
and the current opinio communis among historians of mathematics seems to be that we know
everything there is to know (unless new sources are found).

Having studied Egyptian texts (mathematical and other) for about ten years now, my point of
view is rather different. While I agree that earlier work (especially the editions of sources) has
been very successful, there are still a number of important aspects that have not been taken
into account. Thus, I argue that our present knowledge of Egyptian mathematics is selective
and, even without the finding of new papyri, can be significantly improved. In the course of a
more detailed and better-grounded analysis of the sources, some conclusions of earlier works,
which by now have become accepted as general truths, will have to be revised.

In this presentation [ will outline past achievements as well as past omissions, present works
and our current state of knowledge on the subject, and indicate areas of study that may
deserve to be explored in the future.



Studies of Mohist Mathematics
Ma Li

This paper is based on a careful study of Mohist mathematics, attempting to show the less
known aspects of traditional Chinese mathematics.

Henry Smith: The plurality of worlds
Keith Hannabuss

Henry Smith was widely known and admired as an essayist, a skilful politician, and a member
of two Royal Commissions, by many who knew little of his mathematical work. Smith made
important contributions to several areas, including projective geometry, for which he was
awarded the Steiner Prize of the Berlin Academy, and the theory of integration, where he
described “Cantor sets” eight years before Cantor’s own work. His main mathematical
interest, however, was number theory, where his normal form for integer matrices provided
the natural tool for handling Diophantine equations and a uniform approach to
decompositions of positive numbers as sums of squares.

Henry Smith’s Work in Linear Algebra
Rod Gow

Henry Smith’s most famous work in linear algebra is his paper of 1861 in which he
introduced the Smith normal form of an integral matrix. Smith also employed methods of
linear algebra to investigate integral quadratic forms, extending earlier work of Gauss and
Eisenstein.

In this paper, we draw attention to the novelty of these linear algebra techniques and try to
explain their significance.

Fermat’s Last Theorem revisited.
Israel Kleiner

On the tenth anniversary of Wiles’ proof of Fermat’s Last Theorem, it is perhaps not
inappropriate to revisit the theorem, give a brief sketch of the history of attempts to prove it,
leading to Wiles’ proof, and note what lies ahead.

The sampling theories from de la VVallée-Poussin to Shannon.
Roger Godard

In 1908, Ch.-J. de la Vallée-Poussin published an important article «sur la convergence des
formules d’interpolation entre données équidistantes». His interpolation formula is one of the
roots for Shannon-Whittaker’s sampling theorem. This last theorem is one of the most



powerful results in signal processing. Then we discuss more recent sampling expansions and
the applications of convolution theories to sampling problems.

Sequences and Series in Old Babylonian mathematics

Duncan Melville

One of the key characteristics of Mesopotamian mathematics is a passion for lists and tables.
Following such organizational principles, it is a natural development to consider problems
involving sequences and series. In this paper, we survey examples of such problems from
Old Babylonian mathematics and analyze their contexts and procedures.

Mathematics in Plato’s Thought
Hardy Grant

It is a commonplace that among the great philosophers Plato assigned unusual significance to
mathematics. I shall attempt an overview, taking into account both the intellectual context
and the social milieu. My central theme will be the place of mathematics in the origin and
subsequent career of the theory of Forms — a more complex and interesting tale than it might
seem. As time allows I shall try to touch on related issues, especially Plato's conception of
the role of mathematics in education.

Mathematical Problems in Proclus’ Commentary on Euclid
Alain Bernard

Proclus’ Commentary on Euclid’s Elements is one of the main ancient sources that explains
the notion of problem. In Greek, problema and the related verb proballein refer not only to
the constructive aspect of ancient mathematical practice, but also to the rhetorical practice of
challenge and challenging. It is this rhetorical background that served late Neoplatonists like
Proclus in providing a metaphysical interpretation of the procedures of problem-setting and
problem-solving in Greek mathematics. In this talk, I shall examine Proclus’ understanding of
the notion of problem in the light of its rhetorical connotations. This will enable me to
compare his metaphysical interpretation of the term problem with its employment in the
mathematical parts of his Commentary. This analysis thus yields an understanding of how
Proclus incorporated three different traditions with each other: philosophical exegesis,
mathematical commentaries and rhetorical practice.

This talk elaborates upon issues that I have discussed at the 2003 annual conference of the
CSHPM (Halifax). Then I mainly focused on the rhetorical background of Proclus’
metaphysical interpretation of problem. Here I will show how this previous analysis may help
us to better understand the style and nature of Proclus’ mathematical intepretations.

Henry Smith and the English School of Elliptic Functions
Lawrence D’ Antonio

Elliptic functions form a major theme in 19th-century mathematics. In this period we see
applications of elliptic functions to areas as diverse as number theory, geometry, complex
analysis, and mathematical physics. English mathematicians play a significant, if under-



appreciated, role in the development of this theory. In particular we consider the contributions
of Arthur Cayley, J.W.L. Glaisher, and Henry Smith (who was of course Irish). The period
under consideration roughly extends from 1860, when Smith published his highly influential
“Report on the Theory of Numbers” up through 1907 when Glaisher published his remarkable
paper on the representations of a number as a sum of an even number of squares. These
contributions, building on the earlier work of Jacobi and Eisenstein, are compared to those of
Continental mathematicians such as Hermite, Kronecker, and Weber.

C.J.Hargreave’s and H.J.S. Smith’s Sieve Methods
Francine F. Abeles

Formulas for the sieve of Eratosthenes originate in Adrien-Marie Legendre’s book, Theorie
des nombres (1798) where he gave the combinatorial expression known as the principle of
inclusion and exclusion. In this paper I will discuss both the work of C.J. Hargreave (1854)
who presented the first modern sieve formula for the number of primes between an integer
and its square based on Legendre’s expression, and the work of H.J.S. Smith (1857) who
produced the first formula to calculate a sequence of primes from the sieve.

H.J.S. Smith and the Fermat Two Squares Theorem
W.N. Everitt

Tea, decision making and the LEO computer - A very British blend
Janet Delve

The British teashop and cake manufacturers J. Lyons and Company were established in 1894
and by 1947 they were the country’s leading caterer. They mechanised cake production to
maximise efficiency but always ensured that quality was safeguarded. A hallmark of their
work was inventiveness, which pervaded all areas of their enterprise. Before the Second
World War they had developed a very sophisticated clerical system, which impressed John
Pinkerton when he was shown round at interview. Pinkerton, a recent Cambridge
postgraduate, had electronics experience from working with radar during the war and was
going to be working on the LEO, (Lyons Electronic Office) an engineered version of the
EDSAC computer which Maurice Wilkes was constructing at Cambridge at the time.

Mr T. R. Thompson and Mr J. R. M. Simmons were the leading intellects in the development
of clerical methods in Lyons and indeed were the leaders of office management practice in
Britain at that time. In 1947 Mr Thompson and Oliver Standingford undertook a typical
business trip to the United States to discover the latest in office management practice there.
Apparently after discussion with Herman H. Goldstine and John Von Neumann, Standingford
suggested the new ‘giant brains’ (electronic computers) could be used in the office. He also
discovered these computers were being developed at Cambridge University and as both
Simmons and Thompson were Cambridge mathematics graduates they had a natural entrée to
this new field. Douglas Hartree introduced them to Wilkes and soon a small grant of money
was made by Lyons to help Wilkes with his construction of EDSAC 1. While the
construction of EDSAC and subsequently LEO was vital, the implementation of LEO for
office work was a novel area, which needed much careful thought and preparation.



Lyons’ business consisted of a very large number, typically thirty to forty thousand in a week,
of comparatively small transactions, each worth around five or six pounds. There was no
wholesaler in between Lyons and the retailer and the tea and bakery departments each sold
their merchandise directly to the shops, which sold them directly to the public. Their profit
margins were very small and clerical inefficiency could result in their finely balanced system
tipping the wrong way and producing a loss. They hoped electronic computing would secure
business efficiency for them and eradicate any clerical uncertainty.

Pinkerton realised clerical work and scientific work would make different demands on these
new electronic computers in terms of; the volume of data, data input and output and also the
classes of data needed. He established that a minimum of three classes of input and two of
output were needed which led to the invention of parallel channels of input and parallel
channels of output with buffering on these channels. Not all their efforts were successful,
however. Lyons collaborated with Standard Telephones and Cables to produce a binary to
sterling (or decimal) converter, which did not work satisfactorily but was perhaps the first
instance of a computer being fed by magnetic tape.

According to Pinkerton the first job done on Leo I on a regular basis was called Bakery Sales
Evaluation and involved taking the value of the goods sent into the bakery dispatch,
comparing them with the value of the goods sent out and checking them against the
anticipated sales. The Bakery Sales Evaluation program has been well-covered in the
literature, along with the payroll program. Another early program which has been neglected
so far is the Lyons Tea Blending Job, which was run by Frank Land and Betty Newman. The
program controlled all aspects of tea stock control and classification and provided vital and
previously unavailable information to senior management. In effect this was a decision
support system, maybe the first of its kind. My paper investigates all aspects of this Tea
Blending Job, and is based on archival material from Lyons and interviews with Frank Land
and David Caminer.

Technology transfer in the 1940s.
David Anderson

It is a commonplace to observe that Colossus, because it was developed in conditions of
strictest secrecy at Bletchley Park during World War II and was kept secret for many
years afterwards, played almost no role in influencing the future direction of computer
development in the UK or more widely. I argue to the contrary that there are good
grounds for supposing the subsequent development of the Manchester Baby (the
S.S.E.M.) under the direction of Freddie Williams and Tom Kilburn owed a very great
debt to the work of Alan Turing and Max Newman. I suggest that the influence of these
Bletchley Park pioneers may have been so extensive that it deserves to be seen as an
exercise in technology transfer. I further suggest that this should lead us to re-assess the
importance of Colossus.

I am indebted to the library of St. John’s College, Cambridge and the Science Museum,
London for their assistance in preparing this talk.



Grete Herman and Von Neumann’s No-Hidden Variables Theorem
Miriam Lipschutz-Yevick

Grete Herman in her thesis [1] (1935) pointed out a specific flaw in Von Neumann’s proof of
the impossibility of dispersion-free states in Quantum Mechanics. His proof made use of a
restrictive postulate, which implied the conclusion. Her subsequent article [2] (1935) in
Naturwissenschaften maintains the same view, i.e. the possibility of additional characteristics
defining the physical system — alongside the ¢ function — which would determine the
previously non-predictable outcomes. However the name of Von Neumann is not mentioned
in the latter publication nor is it in the 1935 discussion on this subject between himself,
Hermann and Von Weiszenacker reported by Heisenberg in his Physics and Beyond. Grete’s
comments were generally ignored [3], but finally validated (without mention of her) by Bell’s
1966 paper. Question: Why did Grete (or the Editor) in Naturwissenschaften as well
Heisenberg in his report refrain from the mention of Von Neumann? Why did the physics
community (and certainly the popular expositions) ignore this challenge to the completeness
of Quantum Mechanics? How would acknowledgment of the importance of Grete’s article

have affected research during the intervening three decades?

[1] Abhandlungen der Fries’schen Schule, Neue Folge 6 Band, p99.

[2] Die Naturwissenschaften 42, p271

[3] See for instance James Albertson, Am.J.Phys. 1961, v 29, p478. This article replicates Von Neumann’s errors
(Ballentine,Reviews of Modern Physics, p 375).



SATURDAY 10 JULY - MORNING

Taking Latitude with Ptolemy: Al-Kashi’s Final Solution to the Determination of the
Positions of the Planets
Glen Van Brummelen

Although the model to determine planetary longitudes in Ptolemy’s Almagest produced
elegant and satisfactory longitude computations, his model for latitudes was, seemingly, too
complicated to allow for easy handling mathematically. As a result Ptolemy was forced into
making several approximations, leading to an unsatisfactory mathematical theory of latitudes.
While several innovations were proposed to deal with the computation of latitudes in
medieval Islam, hardly any of them dealt with the core mathematical issues. Jamshid al-
Kashi, perhaps the greatest computational astronomer in the Ptolemaic tradition, achieved a
complete solution to the problem in his Khagani Zij in the early 15th century. We shall survey
various Muslim contributions and describe al-Kashi’s solution in detail.

From Geometric divisibility to Algebraic sequence: The two mathematical structures of
Zeno’s Dichotomy Paradox
Jean-Louis Hudry

References to Zeno’s Dichotomy Paradox are multiple in philosophy of mathematics, yet the
explanation of this paradox invariably refers to an algebraic sequence of numbers. The present
paper aims to show that the use of a modern mathematical formalism does not make sense of
Zeno’s original paradox. The reason is that an algebraic structure by itself is not paradoxical
contrary to the geometric structure originally implied by the Dichotomy. Indeed, Zeno’s
genuine story presupposes the infinite divisibility of a physically extended motion, and this
leads to a paradox insofar as the infinite process of division prevents the runner from reaching
the end of the run. That is, to move from A to B means to reach a halfway point A, then to
move from A; to B implies reaching a second halfway point A,, and so on. It follows that the
runner must traverse infinitely divisible intervals, which is physically nonsensical. In this
sense, the infinite divisibility of motion implies the impossibility for a runner to move through
a finite distance. It is a paradox only because the geometric process of infinite divisibility is
applied to a physical extension. Note that Aristotle avoids Zeno’s paradox by distinguishing
the infinitely divisible motion, defined as a potential division in thought, from the finite
motion understood as an actual physical process.

By contrast, the modern interpretation of the Dichotomy relies on an algebraic structure, i.e. a
convergent infinite sequence of real numbers, which is intrinsically devoid of physical
meaning. In other words, an extensionless sequence of numbers does not make sense, by
definition, of a physical concept of extension (whether a motion, time or distance). While
Zeno’s original story rests on the geometric divisibility of an extended motion, the modern
mathematical formalism does not contain any reference to an extension, and cannot thereby
be paradoxical. The only way to reintroduce a paradox is to postulate a correspondence
between an algebraic sequence and a physical process. It is exactly what the theory of
supertask suggests by defining the arithmetical limit of an infinite sequence as the physical
completion of an infinite sequence of tasks (called a supertask; see Thompson 1952,
Benacerraf 1962). The thought experiment of a supertask constitutes a Zeno-like paradox,



insofar as the mathematical limit, unreachable by definition, prevents any physical completion
of the infinite sequence of tasks. Consequently, to interpret Zeno’s Dichotomy paradox
through a modern mathematical formalism implies the ad hoc postulate that the extensionless
sequence of numbers pertains to an extended motion. On the contrary, Zeno’s original story
does not require this ad hoc postulate, since the geometric principle of infinite divisibility
pertains, by definition, to an extension, i.e. a divisible motion.

The Origins of the Frege-Russell Ambiguity Thesis
Risto Vilkko

One of the cornerstones of the theory of quantifiers is the distinction between the allegedly
different meanings of verbs for being. According to received wisdom, such verbs are multiply

Ces 9

ambiguous between the “is” of predication, the “is” of existence, the “is” of identity, and the
“is” of subsumption. This view, also known as the Frege-Russell ambiguity thesis, is built
into the notations that have been used in logic since the turn of the 20th century, in that the
allegedly different meanings are expressed differently in the usual logical notations. But then

again, it turns out that no logician assumed such distinction before the 19th century.

How did this fundamental change come about? It is often said that Kant rejected the idea that
existence is a predicate. In a strictly literal sense, this marks no difference from Aristotle, for
whom existence could not be the essence of anything. However, Kant's claim was far stronger
than what the slogan “existence is not a predicate” expresses. He argued that existence cannot
even be a part of the force of a predicate term for it does not add anything to the concept
expressed by the predicate. This does not mean that Kant embraced the Frege-Russell thesis.
What it means is that after Kant the notion of existence became homeless, as far as the logical
representation of different propositions in syllogistic logic was concerned.

It is only natural that during the early and mid-19th century this situation was perceived
independently and more or less simultaneously by several philosophers and logicians. One
way of trying to deal with it was to make the Frege-Russell distinction, or some part of it.
This indicates that Frege’s new logic was not in all respects a unique discovery that could
have been made by a genius like Frege at any time. His groundbreaking results — including
the distinctions between allegedly different senses of being — were achieved very much in a
particular historical situation. This paper investigates preliminary traces of the Frege-Russell
thesis in the work of such early and mid-19th century British mathematicians and
philosophers as Richard Whately, George Bentham, William Hamilton, John Stuart Mill,
Augustus De Morgan, and George Boole.

Tables for calculating planetary longitudes in Islamic astronomical handbooks
Benno van Dalen

More than one hundred extant medieval Islamic astronomical handbooks (in Arabic called zij,
pronounced as "zeech") contain sets of tables for calculating the positions of the Sun, Moon
and the five planets visible to the naked eye. Nearly all of these tables are ultimately based on
the geometrical planetary models expounded by Ptolemy in the Almagest (ca. AD 150), but
Muslim astronomers made improvements in the underlying parameters and made the tables
more convenient to use. In this talk, an overview of some of the most important adjustments



will be given and it will be shown how an inventory of the properties of planetary tables can
be used to draw historical conclusions about relationships between astronomical handbooks.

Thomas Harriot’s Treatise on Figurate Numbers, Finite Differences, and Interpolation
Formulas
Janet L. Beery

Thomas Harriot (1560-1621) may be best known as the navigator and scientist for Sir Walter
Ralegh’s 1585-1586 expedition to the Virginia Colony, but he also was the leading English
mathematician of his day. Harriot made groundbreaking discoveries in a wide range of
mathematical sciences, including algebra, geometry, navigation, astronomy, and optics. He
published only one work during his lifetime, A Briefe and True Report of the New Found
Land of Virginia (1588), but, at his death, left thousands of manuscript pages of mathematics,
including at least two sets that appear to have been ready for press, a very complete theory of
equations and a much shorter treatise entitled De Numeris Triangularibus et inde De
Progressionibus Arithmeticis. We shall examine the contents of this latter treatise and related
manuscript pages in some detail. We also shall discuss what became of the treatise in the
hands of Nathaniel Torporley (1564-1632), the friend Harriot put in charge of editing and
publishing his mathematical papers after his death.

A Glimpse of Duncan F. Gregory through His Letters.
Patricia Allaire

All that remains of a personal/mathematical correspondence between Duncan F. Gregory
(1813-1844) and Trinity classmate Samuel S. Greatheed are several letters from Gregory.
These few documents provide a tantalizing peek at Gregory as he worked through some of his
mathematical ideas, struggled with publication of the Cambridge Mathematical Journal,
caught up on the latest Cambridge gossip, and gave Greatheed tongue-in-cheek advice on
marriage and family life.

Why Did Boole Invent Invariant Theory?
Paul Wolfson

An early paper of George Boole initiated the subject of invariant theory. This talk will
address Boole’s principal mathematical motivation—the solution of polynomial equations—
in creating this area of research.

Descartes’s Opaque Mathematics
Jay Kennedy

Klein, Mahoney, Gaukroker, Mancuso and others have described the shift in the ‘metaphysics
of mathematics’ during the seventeenth century when mathematicians evolved from a focus
on geometrical objects to symbolic equations expressing relations. This is especially marked
by the radical differences between Descartes’s Regulae and his Géometrie. I here advance a
revisionist reading of the obstacles to his early method and of the later suppression of the



metaphysics, and claim this provides new insights into the mathematization of physics carried
out by Descartes and his followers.

Informal Incompleteness: Rules, Philosophy, and Law
Jonathan P. Seldin

Starting in 1930, a number of results have been proved in mathematical logic and theoretical
computer science which imply that there are limits in our ability to use rules to characterize
important ideas.

The first such result, Godel's Incompleteness Theorem, implies that there is no set of rules
which will completely characterize those sentences which are true in a completely formalized
system of mathematical logic strong enough to include the elementary theory of whole
numbers. Another result with a similar proof, the undecidability of the halting problem, says
that given an idealized computer with no limitations of time and memory but which otherwise
works the way our real computers do, it is not possible to write a program which will decide
for a given input program and input data whether the computation will eventually come to a
halt or will go on forever in an infinite loop. The limitation here is not so much in the writing
of rules, but in the ability we or our computers have to use those rules to obtain a complete
characterization of the ideas involved.

In this talk, I propose to discuss the possibility that this kind of incompleteness limits our
ability to use rules in settings that are not completely formalized. There are two main areas |
propose to address:

1. Philosophy. Many philosophical arguments are deductive in form, and although they are
usually not completely formalized their form suggests that they could be formalized. This, in
turn, suggests that it may not be possible to completely characterize in this way certain
subjects. I have already suggested in [2] that the scientific method cannot be completely
characterized by means of a set of rules, and that this fact may explain some disputes in the
philosophy of science. I also propose to look at ethics: many people, both philosophers and
philosophical laymen, argue about ethics as if right and wrong are a matter of obeying a set of
rules. But if we cannot use any set of rules to completely characterize right and wrong, how
should we think about this? A greater understanding of these issues could make a difference
in the way philosophical argument is carried out, and it might also help us better understand
science and ethics.

2. Law. The legal systems of the kind we have in Canada and the United States require the
use of rules, as Justice David Souter once pointed out [1]. But if it is impossible for us to use
rules to characterize some ideas, does this not impose limitations on what can be achieved via
the legal system? And given the relationship between Godel’s Incompleteness Theorem and
what computers can do, is it possible that some ideas developed by computer programmers
might be applied to improve the operation of the legal system and make it more efficient?
Improving the working of the legal system could have major benefits for society.
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“A City particularly favour’d by the Celestial Influences”: the inaugural Gresham
College lectures of Wren and Barrow
Tony Mann

Christopher Wren was appointed to the Chair of Astronomy at Gresham College in 1657;
Isaac Barrow became Professor of Geometry in 1662. This presentation will discuss how
their inaugural lectures present the subject of mathematics, and particularly British
mathematics, in the context of their personal situations and of inaugural lectures by other
British mathematicians of the time.

Lord Stanhope’s Papers on the Doctrine of Chances
David R. Bellhouse

The Centre for Kentish Studies holds the mathematical manuscripts of Philip Stanhope
(1714-1786), 2nd Earl Stanhope. The manuscripts are catalogued under U1590 C20 and
cover a wide range of mathematical topics. The current work focuses only on Stanhope’s
work in probability. Stanhope’s work is mainly derivative from de Moivre’s Doctrine of
Chances and Montmort’s Jeux de Hazard. Among the notes on these two authors there is
some “new” work that includes an alternate solution to the theory of runs and a simplified
solution to a special case of the duration of play. In addition, the manuscript collection
contains Stanhope’s transcription of an incorrect solution to the theory of runs by Thomas
Bayes. There is also some correspondence with Sir Alexander Cuming that touches on George
Berkeley’s criticism of Isaac Newton’s development of the calculus. This correspondence
illustrates the lack of understanding of the theory of limits in the mid-eighteenth century.
Stanhope was an active and capable mathematician working in the mainstream of the
probability theory of his day.

Arthur Cayley and the abstract group concept
Munibur Rahman Chowdhury

We critically re-examine in considerable detail Cayley’s first three papers on group theory
(1854-59), with special reference to his formulation of the (abstract) group concept. We show
convincingly (we hope) that Cayley, writing his first paper on November 2, 1853, was in full
and conscious possession of the abstract group concept, and that — as far as finite groups are
concerned — his